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ExecuBummary

This deliverable elaborates HCI (Human Computer Interaction) concepts for making A4Cloud tools to
be developed for different stakeholder groups comprehensible and trustworthy. A human-centred
design approach is followed to elicit HCI requirements and to derive general HCI principles,
guidelines, and proposals for user interface solutions. For deriving HCI requirements and principles,
we conducted research and review work for addressing particularly the following HCI challenges:

1 How can the users be guided to better comprehend the flow and traces of data on the Internet
and in the cloud?

1 How can individual end users be supported to do better informed decisions on how their data
can be used by cloud providers or others?

1 How can the legal privacy principle of transparency and accountability be enforced by the user
interfaces of A4Cloud tools?

1 How can the user interfaces help users to reassess their trust/distrust in services?

The research methods that we used comprise stakeholder workshops, focus groups, controlled
experiments, usability tests and literature and law reviews.

Derived HCI requirements and principles were first grouped into the functional categories ex ante
transparency (in form of policy notices which enable the anticipation of consequences before data are
actually disclosed), exercising data subject rights, obtaining consent, policy preference management,
ex post transparency (which inform about consequences if data already has been revealed), audit
configuration, access control management and privacy risk assessment and then mapped to the
functionalities of tools for different stakeholders in the A4Cloud use case descriptions.

Finally, some high level HCI guidelines are presented that are summarising a selection of key HCI
principles with an emphasis on tools for individual end users. Even though these HCI guidelines are
on such a high level also valid for many other privacy-enhancing technologies, it is nevertheless
important to stress that they are especially relevant for the cloud context where developers have to
apply them against the background of the complex picture of the cloud service chain. Moreover, user
interfaces for transparency tools for the cloud should clearly inform users about additional aspects
beyond the policy information that is legally required as a minimum, so that users can understand the
implications very well. Such additional policy information may comprise information about contacts and
obligations of data processors along the cloud chain, the geographic locations of data centres,
applicable laws and consumer rights, how disclosure requests by law enforcement are handled.

Our high level guidelines recommend in particular that ex ante transparency tools should make the
consequences of data disclosures more transparent. Privacy-friendly and useful default privacy
settings shoul d be provided, which can be poatdapt ed
transparency tools have to make obvious who is in control or processing the data (the user, the

service or cloud service provider) and what means exist for exercising data subject rights in what

situations.
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1.l ntroducti on

1.1 Project Scope

The A4Cloud project deals with accountability for the cloud and other future Internet services. It
conducts research with the objective of increasing trust in cloud computing by developing methods
and tools for different stakeholders through which cloud providers across the entire cloud service
value chains can be made accountable for the privacy and confidentiality of information held in the
cloud. The A4Cloud stakeholders, for whom methods and tools will be developed, comprise so called
cloud consumers in the form of individual end users or business end users (i.e., service providers
outsourcing data processing to the cloud), further data subjects! whose data have been outsourced to
the cloud, as well as regulators, such as data protection commissioners, and cloud auditors. The
methods and tools that are developed are combining risk analysis, policy enforcement, monitoring and
compliance auditing with tailored IT mechanisms for security, assurance and redress. In particular, the
A4Cloud project is creating solutions to support cloud users in deciding and tracking how their data
are used by cloud service providers (Pearson et al. 2012).

A4Cloud solutions will thus also include tools for enhancing transparency of data processing for the
different stakeholders (so-called transparency-enhancing tools -- or in short: TETS). The concept of

transparency, as it is considered by us in A4Cloud, comprises both 6 ante tr awh&par encyd

enables the anticipation of consequences before data are actually disclosed (e.g., with the help of
privacy policy statements), as wellas 6 e x pos't t fir, dhicks indfoans eltoat yonsequences if
data already has been revealed (what data are processed by whom and whether the data processing
is in conformance with negotiated or stated policies) (Hildebrandt 2009).

1.1 Aims and Scope of this Deliverable

Task T:C-7.2 of A4Cloud work package C-7 o n iHCI concepts for usabl e

ac c o unt hlabthelobjdctivédto elaborate general HCI (Human Computer Interaction) concepts for
making A4Cloud tools comprehensible and trustworthy 1 which will be key factors for their successful
deployment i, and to draw up user-interface design principles.

This deliverable aims at providing a first set of such general HCI principles and guidelines, which have
a basis in human-centred design, and should be considered for User Interface (Ul) design for the
A4Cloud functions that gradually will be developed in the course of the project. The design principles
have first been iteratively developed for generic interfaces and have then been extended and applied
for the interfaces addressing the use cases published by WP:B-3 (Bernsmed et al. 2013).

For deriving such HCI principles and guidelines, Task T:C-7.2 conducted research and review work for
addressing particularly the following HCI challenges that are of relevance for the tools to be developed
for different A4Cloud stakeholders:

1 How can the users be guided to better comprehend the flow and traces of data on the Internet
and in the cloud?

1 How can individual end users (i.e. data subjects) be supported to do better informed decisions
on how their data can be used by cloud providers or others?

1 How can the legal privacy principle of transparency and accountability be enforced by the user
interfaces of A4Cloud tools?

f How can the user interfaces help users (in particular individual end users) to reassess their
trust/distrust in services?

L A data subject is a natural person about whom personal data are processed.
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For addressing these challenges, a human-centred design approach is taken in WP:C-7 (see Chapter
2). This deliverable documents the work conducted for addressing these HCI challenges and the
results that we achieved in the form of derived HCI principles and guidelines.

This deliverable is however only the first deliverable of task T:C-7.1 and is focusing especially on
general and generic HCI concepts for transparency and accountability, rather than on the concrete
design proposal for A4Cloud tool user interfaces, as the functionalities of A4Cloud tools were not yet
elaborated in detail during the first months of the project when the main work for this deliverable was
conducted. At the end of the second project year, an HCI report on the perception of more concrete
user interfaces to be developed for A4Cloud tools in WP:D-5 will be delivered.

1.2 Relationship to other A4Cloud Work Packages

This deliverable D:C-7 . 1, ifGener al HCI p r has thd opjéceve to provide ggnerald e | i ne s
HCI principles to populate the reference architecture developed by WP:D-2 and to provide guidance

for the design of usable and trustworthy user interfaces for accountability and transparency tools in

WP:D-5. Whereas the HCI work in task WP C-7 focuses on general HCI concepts, WP:D-5 will in its
HCl-related task T:D-51onfiUser interfaces for tool setieratifetyr di f f e
develop and test concrete user interface designs for the A4Cloud toolset.

This deliverable partly relies on work led by WP:B-3 and presented in deliverable D:B-3. 1, fUse Case
Descr i plh D:B-B.X three uses cases were developed and analysed for the definition of the

functionality that various kinds of user will interact with in a future cloud ecosystem where a satisfying

level of accountability exists. The functionality compiled in D:B-3.1 have been analysed as to what

design principles and guidelines are required to meet various known issues and problems for users,

while the exact detailed designs will have to wait until the more definitive descriptions will be available

about the tool functionalities.

1.3 Deliverable Outline
The remainder of this deliverable is structured as follows:

Chapter2on A Re |l atvalldoredstt relatéd previous work on HCI principles and guidelines for
Privacy-Enhancing Technologies (PETs) and privacy-enhancing identity management including
transparency-enhancing tools and functions. It is discussed how far these guidelines can also be
applied to A4Cloud, and what the limitations of these guidelines are.

Chapter3on #AHCI C hneotivatess thg ehgio of HCI challenges addressed in this deliverable
mostly as an answer to these limitations. It also discusses the research questions that those
challenges imply in more detail.

Chapter 4 on i Me t h o d thdn aligcysSes and motivates the different research methods that we
have applied when addressing these HCI challenges and deriving HCI principles while following a
human-centred design approach.

Chapter5onA El i ci ting HCI r e q u irepcetsrom the actuah research warkrdone forl e s 0
exploring the identified HCI challenges, for eliciting HCI requirements and discussing HCI solutions
and principles.

Chapter6on fiGener al HCI Gu i id thdnideriving some averall M@ uidelides for
A4Cloud from the HCI principles and proposed HCI solutions that we discussed in Chapter 5.

Finally, Chapter 7 i C o ndind Remarkso will provide conclusions of this deliverable and provide an
outlook into the future HCI work of work package C-7.
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2 Rel aWedk

This chapter presents an overview of related HCI principles, recommendations and guidelines for
usable privacy and security, which are based on earlier research and that can be of relevance for
A4Cloud technologies. The related work discussed in this chapter provides basic HCI rules that can
also be applied or adapted to future A4Cloud technologies. We point out how far existing guidelines
need further enhancements for the context of accountability and transparency in the cloud.

HCI guidelines for both security and privacy technologies have to address specific HCI challenges, as
noted first by Whitten and Tygar (1999) for security, and later by many others for privacy:

1 Security and privacy protection are typically secondary goals for ordinary users;
1 They contain difficult concepts that may be unintuitive to lay users
9 True reversal of actions is not possible.

Jakob Nielsen published one of the most referred to collection of general HCI principles, his so-called
10 Usability Heuristics for User Interface Design (Nielsen 1995), which are called "heuristics" because
they are rather rules of thumb than specific usability guidelines. These HCI heuristics, which were

originally derived from an analysis of 249 usability problems (Nielsen 1995), compris e : AVisibilidt
system statuso, AMatch between system and the real wc
and standardso, f@MEecogniptrievrent atomdr, t han recall o0, AFl
it Ae st h e minimalisadesig n 0, fiHel p users recogni ze, di agnose, i

and documentation.0 Johnston et al. expanded and modifie d t he Ni e Ipsneiple8 o ddrives t of
criteria for a successful HCI applied in the area of IT security ( i HEd(Johnston et al. 2003).

Further relevant HCI guidelines for aligning security and usability for secure applications were for

instance proposed by Yee (Yee 2004) and by Garfinkel (Garfinkel 2005). Even though these

guidelines are related to secure applications, some of them can be interpreted and adapted to privacy-

enhancing transparency and accountability. F o r instance, Yeebdbs guideline of
stating that fAa userds authority should only be gran
under st ood t o cantfetlanslatedrtoahe guideligedhat informed consent to personal data

disclosure should require an explicit user action understood to imply disclosure. Similarly, also his
principles of AVisibilityd and ARevocabilityodo of aut
Dhamija and Dusseault discussed flaws of identity management posing HCI and security challenges,

and provide some HClI-related recommendations how to address them, which are partly based on

Yeeds g u(Dhdmeija & Dusseault 2008).

Important domain-specific HCI requirements can be derived from privacy legislation. In the EU FP5
project PISA (Privacy Incorporated Software Agents), Patrick et al. have studied in detail how legal
privacy principles derived from the EU Data Protection Directive 95/46/EC (European Commission
1995) can be translated into HCI requirements and what are possible design solutions to meet those
requirements (Patrick & Kenny 2003; Patrick et al. 2003). Their research focussed on legal privacy
principles of (a) transparency, (b) purpose specification and limitation and (c) data subject rights, as
well as (d) informed consent as a basis for legitimate data processing. As concluded by the project,
theselegalpr i nci pl es fAihave HCI implications beehaviowre t hey
that the data subject must experience in order for a service to adhere to the principles. For example,
the principles require that users understand the transparency options, are aware of when they can be
used, and are able to control how their personal data are handled. These legal requirements are
related to mental processes and human behaviour, and HCI techniques are available to satisfy these
requirementso (Patrick et al. 2003). Therefore, the HCI requirements that were derived comprised
requirements on comprehension (to understand, or to know), consciousness (to be aware of or to be
informed), control (to manipulate, or be empowered) and consent (to agree) in relation to the selected
legal principles.
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As a possible HCI solution for achieving informed consent and (ex ante) transparency, the PISA

project proposedt he c onc e-miTimeClickdf hu ©tugh Agr e e me, which iistedlof TCT As )
providing complex and lengthy service terms, should confirm the u s e unsldistanding or consent on

an as-needed basis. JITCTAS therefore provide small agreements that are easier for the user to read

and process, and that facilitate a better understanding of the decision being made in context.

The Art. 29 Data protection Working Party? has in its opinion on i Mor e Har moni sed | nfo
Pr ov i givem the recommendation of providingi nf or mat i o-ayeiedformat uhdeuwhich
each layer should offer individuals the information needed to understand their position and make
decision s @rt. 29 Data Protection Working Party 2004). They suggest three layers of information
provided to individuals, which include the short privacy notice (basically corresponding to JITCTAS),
the condensed notice and the full privacy notice. The short notice (layer 1) must offer individuals the
core information required under Article 10 of the EU Data Protection Directive 95/46/EC, which
includes at least the identity of the controller and the purpose of processing. In addition, a clear
indication must be given as to how the individual can access additional information. irhe condensed
notice (layer 2) includes in addition all other relevant information required under Art. 10, such as the
recipients or categories of recipients, whether replies to questions are obligatory or voluntary and
information about the dat a s ud)ipcludes i additiontglayersland he f ul |

2 al so fAnarteiqouniarle nteengtasl and speci ficities. o

In the EU FP6 PRIME projecton A Pri vacy and | dent it gne bt opppgtekement f o
legal privacy principles and HCI requirements from the PISA project along with HCI requirements for

socio-cultural privacy principles to derive proposed Ul design solutions for privacy-enhancing Identity

Management systems (Pettersson 2008).

The PRI ME project has also followed the Waerddi ng Par
privacy notices and the concept of a JITCTA in its design proposals fori Send Data?06 di al ogu¢
for obtaining t he u s ldowéver, ai pnoblent with ctlick¢hoongh egrdements

including JITCTAs is that users have the tendency to automate behaviours so that the individual parts

of an action are executed without conscious reflection (International Standard Organization (1SO)

1998). The PRIME HCI work package therefore also developed the alternative concept of Drag-And-
Drop-Agreements (DADAs), by which users have to express consent by moving graphical
representations of their data to a graphical representation of the receiver, and thus forces users to

make better informed decisions while also allowing the system to detect erroneous conceptions of the

user if data are dropped on the wrong recipient (e.g. credit card symbol is dropped on web shop

symbol instead of on pay service symbol) (Pettersson et al. 2005).

Based on experiences gained from developing Uls for privacy-enhancing identity management
systems over several years, the EU FP7 project PrimeLife provided an experience report firfowards
Usable Privacy Enhancing Technologies: Lessons Learned from the PrimeLife ProjectdGraf et
al. 2011) which discusses HCI fallacies and provides HCI heuristics, best practice solutions and
guidance for the development of usable PETs, which will be of relevance for A4Cloud. This report
started with identifying major HCI fallacies that were experienced, which included the problem of many
users to differentiate whether data are st or ed on the wuser side (under th

2 Under Article 29f the Data Protection Directive, a Working Party on the Protection of Individuals with regard

to the Processing of Personal Data is established, made up of the Data Protection Commissioners from the
Member States together with a representativihefEurgpean Commission. The Working Party is independent

and acts in an advisory capacity. The Working Party seeks to harmonize the application of data protection rules
throughout the EU, and publishes opinions and recommendations on various datoprmecs.
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comprehend to which network entities personal data flows during online transactions. Furthermore, the

mediation of trustworthiness, intercultural differences and a well comprehensible terminology to be

used in Uls are challenges to be taken into consideration. Many of the HCI issues that were

experienced are mental model issues which are difficult to solve for novel PET concept, which are

unfamiliar for the users. This is especially true for those PETs, for which no obvious real world

analogies exist. Based on those experiences and lessons learned, the report provides HCI heuristics

for PETS, which adapt, extend and exemplify the <cl as
PET domain. Finally, the report also provides some evaluation guidelines for PET user interfaces, and

what needs to be considered for the preparation and performance of usability tests.

In particular, PET-USES (Privacy-Enhancing Technology Us e r s &stiBatidnfScale) is introduced,
which was developed in PrimeLife as a post-test questionnaire that enables users to evaluate PET-
User Interfaces both in terms of the primary task and specific PET related secondary tasks (Wastlund
etal. 2010)

In complementation to the HCI heuristics, the PrimeLife project also developed HCI Patterns for PETs
which provide best practice solutions ( Ad e s i g n , gitex tAlexander $1877)) for the PET user
interface design (PrimeLife WP4.1 2010). Relevant also is the on-going Privacy Design Pattern project
described by Doty & Guptas.

While the existing HCI principles and guidelines presented in this chapter are still valid and applicable
to the A4Cloud tools to be developed within the A4Cloud project, still some work is needed to
elaborate and derive further HCI principles and guidelines addressing specifically HCI challenges for
transparency and accountability technologies in the cloud context. Most HCI fallacies identified by the
PrimeLife project in regard to the users éomprehension of his personal data flows and traces, trust in
PETs and comprehension of novel PET concepts will also be important to address in the A4Cloud
project when designing user interfaces for privacy-enhancing transparency and accountability tools for
the cloud. Besides, legal privacy principles to be mapped into HCI principles and design solutions may
be interpreted differently for the cloud and are currently re-discussed under the proposed reform of
data protection legislation in Europe. Therefore, we have specifically researched related HCI
challenges on comprehension of personal data flows, PET concepts such as policy notices, trust and
the interpretation of legal privacy principles in the cloud context to derive further specific HCI principles
and guidelines for A4Cloud.

3 http://privacypatterns.org/
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3 HClI Chal | eRed easiReadneda@Qucenst i ons

This chapter briefly motivates and lists the HCI challenges and related research questions that we
have addressed to derive specific HCI principles and guidelines for A4Cloud.

The A4Cloud project is creating solutions to support cloud users in deciding and tracking how their
data are used by cloud service providers (Pearson et al. 2012). As discussed in Chapter 2, previous
HCI research in the EU project PrimeLife had however revealed that many users have problems to
differentiate whether data are st ored on the wuser side (uackmate
services side and the problem to comprehend to which network entities personal data flows during
online transactions (PrimeLife WP4.1 2010). Evoking the correct mental model in regard to where data
are transferred to and where they are processed will especially be a challenge for the cloud with
chains of cloud service providers that may be involved.

Hence, one major challenge for the HCI design of usable privacy-enhancing transparency tools in
A4Cloud and related research questions that we addressed are:

1. How can the users be guided to better comprehend the flow and traces of data on the
Internet and in the cloud?
1 What are the mental models of different stakeholders and types of users in regard to
the distribution of personal data in a complex cloud ecosystem?
1 What HCI concepts are suitable for evoking the correct mental models of data flows
and traces?

These questions will be significant for both ex ante TETs, e.g. in the form of privacy policy tools, as
well as for ex-post TETSs, which will allow users to track their data in the cloud.

However, for supporting individual users in making decisions on how their data are used by cloud
providers, it has to be taken into consideration that previous research has shown that lay users often
do not behave rationally with regard to decisions on personal data disclosure (Spiekermann et al.
2001; Gross & Acquisti 2005) meaning that we cannot assume either that they will do so when
deciding on the disclose or outsourcing their data to the cloud. In order to design usable tools that
of fer transparency and ac c othendoadbwel have yo umdérstahdhtteeir
attitudes, behaviours and mental models in relation to cloud services. Having these understandings
can help to reveal what these users value, what they think is important, and what useful features that
can be included in the user-friendly tools for transparency and accountability and how these features
can be designed to be valued and well understood by individual users.

When it comes to the business end users, their security officers face the challenge generating and
managing access control rule sets for controlling the use of data in the cloud.

These aspects have motivated us to research also the following:

2. How can individual end users be supported to make more informed decisions on how
their data can be used by cloud providers or others?

1 How much cognitive effort or time are people willing to spend in order to understand
what happens to different types of personal information in the cloud?

1 How can the user interfaces of ex ante TETs be designed to support and motivate
users to take more rational and informed decisions?

1 How can service providers obtain usable access control rule sets for data outsourced
tothe cloud thatarer ef | ecting the organisationds
understand and manage?

t he us

user sbo

access
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The EU Legal Data Protection Directive has defined legal principles for providing transparency and
control to users. In the context of cloud computing, the existing legal requirements may partly need
some re-interpretation. Currently, also new legal principles for providing better transparency and
control for individual cloud users and increasing accountability for cloud providers have been
discussed as part of the proposed EU data protection regulation (European Commission 2012).
Therefore, a third HCI challenge that we addressed, which is also related to the other two HCI
challenges mentioned above, is:

3. How can the legal privacy principles of transparency and accountability be enforced by
the user interfaces of A4Cloud tools?
1 What legal privacy principles for transparency and accountability for the cloud need to be
taken into consideration by the HCI design of A4Cloud tools?
1 How can legal privacy principles for transparency and accountability for the cloud be
mapped to HCI principles and solutions?

Finally, as concluded by the PrimeLife project in its Lessons Learned report (Graf et al. 2011), trust
plays a key role in the acceptance and uptake of PET solutions. Users may lack trust in novel PETs
(such as the A4Cloud tools to be developed) with functionalities which may not fit their mental models
of how the technology should work. For this reason, one more challenge to be tackled is:

4. How can the user interfaces help users (in particular individual end users) to reassess
their trust/distrust in services?
1 What are suitable HCI means for mediating trust in trustworthy services (as evaluated by
A4Cloud tools)?
1 How can user interfaces connect to known reliable sources for trust?

In the next chapter, we will discuss the research methodology that we have used for addressing these
challenges following a human-centred design approach. Chapters 5 and 6 will then report on the
actual research work done for exploring the identified HCI challenges and the results that we achieved
in terms of elicited HCI principles and guidelines.
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4 ReseahiMethhods

4.1 Human Centred Design

INA4Cl ouddbés Wor kweRoHow la hugnan céhifed design approach for eliciting and testing
HCI requirements and guiding the development of user interface design principles. Human-centred
design is defined by ISO 9241-210, 201 0  @rs apgroach to interactive systems development that
aims to make systems usable and useful by focusing on the users, their needs and requirements, and
by applying human factors/ergonomics, and usability knowledge and techniqueso (International
Standard Organization (ISO) 2010). User requirements are considered right from the start and
included into the whole design and development cycle. In A4Cloud, we have elicited and refined such
user requirements and related HCI principles through methods including stakeholder requirements,
focus groups, controlled usability testing and other methods described in the subsections below.

For the choice of methods, we have taken into consideration that general concepts that are of
importance for the comprehension of transparency and related risks, such as what information is
stored and where it is processed, are usually difficult to understand for the lay users, while other end
user groups such as regulators or security administrators usually have a clearer understanding.
Therefore, different user-groups require different interfaces and interaction paradigms. This also
means that the different user groups have to be involved using different approaches to human-centred
design. For this reason, we have used controlled experiments and mock-up-based evaluations in
addition to focus groups in order to explore the needs of lay users, while the needs of professional
stakeholder groups were mainly investigated by means of stakeholder workshops and focus groups.
The controlled experiments and mock-up-b ased evaluations had as an
mental models of Adcloud related technical concepts, since our earlier work has shown that many HCI
issues are mental model issues which are difficult to solve for novel PET concept (Graf et al. 2011).

The following subsections briefly describe the methodologies applied and the reason they were
chosen as suitable approaches for eliciting HCI requirements within the A4Cloud project.

4.1.1 Stakeholder workshops

Stakeholder workshops provide the opportunity for active face-to-face interactions between different
influential actors who can express their opinions and needs for a system being developed. This
method is strongly encouraged during the initial design processes, as a way of ensuring that the
needs of those who might be impacted by the system are taken into account, as well as trying to
achieve a common vision of the system (Maguire & Bevan 2002). An important step of this method is
identifying those stakeholders that can have a say on the development of the system. Typically one
stakeholder representative is selected from a user group and invited to participate in a workshop.

Once the stakeholders have been identified different approaches can be followed during the meeting
in order to incite discussions, to promote the exchange of ideas and to identify the needs of the
different user groups being represented by invited stakeholders. Such approaches can include general
discussions, moderated interviews, focus groups, as well as Open Space (Owen 2008) and World
Cafés (Brown & Isaacs 2005) methodologies, and others. Depending on the approach taken and the
number of participants, the discussions might derive from one main question (as is often the case of
Open Space), or from a series of questions. Also, participants might be divided into groups trying to
identify challenges related to different themes, or they can be all exchanging ideas while a moderator
leads the discussions. The results from the discussions can then be compiled, interpreted and
expressed as a set of system requirements. Follow-up interviews or feedback from participants can
also be setup in case the researchers need to complement or correct the information acquired during
the workshop session.

In the A4Cloud project, Work Package B-2 has the task of planning and carrying out a series of
stakeholder workshops focusing on different themes related to accountability, transparency and risk
on cloud services. As a complement to the work done by WP:B-2 (Brede Moe et al. 2013), we have

object
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carried out an additional stakeholder workshop concentrating on the HCI aspects of cloud services.
The purpose of running such a workshop was to discover initial cloud related HCI requirements. These
initial requirements would also serve as the bases and motivations for our subsequent experiments
and tests that we conducted.

More information about the participants and the requirements gathered from that workshop can be
seen in Section 5.1.

4.1.2 Focus groups

Focus groups are appropriate for bringing together a cross-section of users so that they can
collaboratively share and unveil their opinions and needs regarding particular challenges foreseen in
the design of a system. Moderators of a focus group can stimulate participants to discuss these
opinions with the other group members by using different approaches, such as asking direct questions
to participants, encouraging brainstorming, instructing them to work with various probes, etc.

To understand the different ways in which individuals with different levels of familiarity with technology
perceive cloud services and comprehend the flow of their personal data on the Internet and in the
cloud, we conducted three focus groups session (including a pilot session) with participants that were
considered expert and non-expert users.

The group of expert users was formed of 16 Ph.D. students in computer science coming from different
Swedish Universities (but with different nationalities) who were taking a graduate course on the topic
of Privacy Enhancing Technologies. The non-expert users consisted of a group of 15 individuals from
different age ranges, cultural and educational backgrounds, who were participants of project for
personal development towards employment opportunities®. The following table summarizes the
characteristics of the focus group sessions. More detailed descriptions of these focus groups and the
requirements obtained from them can be found in Section 5.1.3.

The table below summarizes the structure and purpose of each of these focus groups:

Table 1. Summary of focus group sessions

Focus group ’ Participants Purpose

Mental models of data sharing Approximately 15 students takin{ Pilot focus group session
by Internet service providers | a course on Internet businesses | that served as planning fo
Karlstad University. the latter focus groups.

Mental models of data usage| 16 participants considered expe| To understand the need:
data flow and vulnerabilities in | users recruited at #hD course or] and mental models of user
Internet services Privacy Enhancing Technologies.| with high knowledge of
computers and experience
with cloud services

4The project is called UMA (Utveckling Mot Arbete) taking place in the city of Kristinehamn, Sweden.
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Mental models of data usage| 15 participants considered ner] To understand the need:
flow and vulnerabilities in| expert users recruitedhrough a| and mental models of user,

Internet services program of personal developmer] who haverelatively little or
towards employment| no knowledge interacting
opportunities. with computers orwho had

little or no experience using
cloud services.

4.1.3 Semi-structured Interviews

Semi-structured interviews are interviews where not all questions are designed or planned before the
interview, allowing the interview to follow and explore new directions as they come up in the interview
process (Bernard 1988).

Semi-structured interviews were considered a good method for capturing the challenges regarding the
management of access control lists by system administrators, and how those challenges are
commonly handled in their field of work. The application and results of using this method are reported
in Section 5.4.

4.1.4 Controlled experiments

In experimental studies so called dependent variables of interest are identified. Then the factors in the
study, or independent variables, can be controlled for checking the level of influence of these factors
on the variables of interest. By performing experiments using control groups, different hypotheses
about peopluesddationy, attittaes,opinions and performance can be tested. The ecological
validity in an experiment measures the extent to which the setup of the experiment matches real world
situations.

As part of WP:C-7 of A4Cloud, we have designed and carried out four controlled experiments in order
to study the mental models, motivations and needs of lay users when subscribing to cloud storage
services. In order to improve the ecological validity of the experiments, participants were deceived into
believing that the cloud service was a real service. These are summarized in the following table:

Table 2. Summary of controlled experiments

Experiment Participants Hypotheses

Understanding 120 End usersare more willing to release persondata to a
willingness to distribute cloud service in exchange for observable valuables (suc
personal datato cloud free cloud storage).

services.

Framing and 190 End userswillingness to release personal data depends
terminology how the cloud service expresses benefitsthe moment of

releasing data.

53aANBR Of 2179 End usersvould have preferences over certain features f
features managing their data released to a cloud service.

Moreover, a between-subjects experiment design was deployed to gather evidence for the accuracy of
the metrics proposed in Section 5.4.3 for creating usable access control rule sets, also explained in
(Beckerle & Martucci 2013). This type of experiment was chosen because a control group was needed
for comparing the results of the participants that were assisted by a tool that provided them with
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measurements regarding the security and usability of their access control rule sets with the results of
the participant shashpportt di dndét have su

4.1.5 Usability evaluations

Usability testing is a technique that can measure the actual performance of users when trying to
achieve a tasks with a given user interface.

Usability testing of low-fidelity prototypes was considered a suitable method for our purposes since it
has the advantage of letting lay users communicate their needs, opinions and expectations about new
technologies. This is because lay users might not be very familiar with the terminologies and
technologies related to cloud computing, and might not have a clear understanding of how Internet
technologies and data handling works either.

During a usability test session test participants are typically presented with a graphical user interface
and are given a set of instructions or tasks that they are asked to complete. A test moderator usually
guides the participant through the tasks, while at the same time observing and annotating the
interactions of the participants with the interface. The moderator also encourages participants to
express aloud their opinions, actions and reactions to the prototype, in an approach commonly
referredtoas t healfid ind & k@asmets et@lo2D04).

Earlier studies of a transparency enhancing tool cal
project (Wastlund & Fischer-Hubner 2010) confirmed the difficulty for lay users to comprehend the

flow and traces of their data on the Internet and in the cloud, the objective of the usability tests

described in Sections 5.3 was to test whether graphical illustrations of data flows can improve the lay
usersdunderstanding of their personal data traces.

Besides usability testing done with lay users, expert evaluations are also considered valid usability
studies which rely on the experience and knowledge of subjects that specialize on their field of
expertise. Their opinion and suggestions based on their experience can be a valuable input on the
design and evaluation of technology. As a way to evaluate the user control access mechanisms
proposed in Section 5.4, expert opinions were obtained, whereby system administrators ranked a
series of access control rules sets according to their security and usability properties.

4.1.6 Eliciting and mapping legal requirements

Legal principles that will have to be enforced by the user interfaces of A4Cloud tools were elicited from
the stakeholder group workshops, by a review of relevant legal documents (including the EU Data
Protection Directive 95/46/EC (European Commission 1995), the newly proposed EU data protection
regulation (European Commission 2012), and relevant opinions published by Art. 29 WP (Art. 29 Data
Protection Working Party 2004; Art. 29 Data Protection Working Party 2012)), by interviews with legal
experts from the A4Cloud project, as well as from input from A4Cloud advisory board. The mapping of
these legal principles to HCI principles and proposed design solutions were partly based on, and
extending the work of, the PISA project (Patrick & Kenny 2003), the PrimeLife HCI patterns (PrimeLife
WP4.1 2010), as well as other relevant HCI guidelines and heuristics.

4.1.7 Eliciting requirements from trust issues mentioned in studies and surveys on cloud
and Internet use

For eliciting HCI requirements for mediating trustworthiness of services, including cloud services when
they (in the future) have been evaluated by A4Cloud tools, a literature review was conducted. Many
studies on Internet services and users, in particular those involving individual end users, have focused
on the degree of confidence people have in e-commerce web sites and more recently in cloud
services. Our literature review, as reported in the next chapter, concentrated on a few studies from
which it has been possible to crystallise HCI requirements and, to some extent, map onto tentative
HCI principles or Ul examples. Many of the studies refer to other works on trust but it has not been
within the scope here to report on every work. Rather, only one or a few references for an interesting
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trust-related phenomenon have been deemed sufficient for this report to motivate the discussion of the
phenomenon in question and its possible inclusion in the table of requirements.

4.2 Ethical consideration

Before the work with external participants in tests, focus groups and workshops commenced in WP C-

7, a description of the work planned and the relation to the A4Cloud project in large was sent to the

local board for ethical evaluations at Karlstad University, which evaluated the plan and allowed us to

go ahead. The plan described the recruitment of participants of focus groups, workshops, tests and
experimentswher e we only invol ved fwhdprdvited théiréentoimedncgnsenty ol unt e ¢
Besides, the plan described routines for handling and anonymising data at the earliest possible time,

providing transparency and guaranteeing data subject rights to all participants. As no sensitive data

were obtained and rules of the Swedish data protection act and the EU Data Protection Directive

95/46/EC were clearly followed, no ethical or legal privacy concerns were seen.
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5 Eli ci tiReguiHCémerPt snandl es

Having listed the research methodologies in Chapter 4, this chapter describes more in detail how
these methodologies were applied through different research activities as well as the results obtained.
The different activities, presented in the subsections of this chapter, had the goal of tackling the main
research questions presented in Chapter 3.

5.1 Workshops, focus groups and interviews

5.1.1 Eliciting requirements from the initial stakeholders workshop (B-2)

Within the A4Cloud project, Work Package B.2 is in charge of organizing a series of thematic
stakeholder workshops at different stages of the project. Their first workshop, held in Brussels in the
middle of January 2013, followed the Open Space (Owen 2008) and World Café (Brown & Isaacs
2005) methodologies, wi t h t he primary goal of identifyi
stake holderso (Brede Moe et al. 2013). From this first workshop resulting in the deliverable DB-B.2

some relevant HCI requirements can be extracted and summarized in the following table:

Table 3. HCI requirements obtained from first stakeholder workshop done in WP B.2

Initial Accountability Requirement

Related Ul Requirements

R22 Thecloud provideris responsible to theloud consumer | Data segregation. Ul controls for displaying
for the provision of evidence of data segregation. evidences of dataegregation

R23 Thecloud provideris responsible to theloud auditors,

Regulators and Data Protection Authorities (DPAS)
the provision of evidence of compliance of dg
segregation with respect to legislative regimes.

R5 Thecloud provideris responsible to theloud consumer| Understandable policiesA Ul should make clou
for the implementation of different policies tailored t{ consumers understand the policies under whi
the nature of data, privacy laws and needs of ttleud | their data arebeing collected and allow them to
consumer express their needs in terms of policies.

R18 Thecloud provideris responsible to theloud consumer| Informed consent and purposes for data usagél
that data areused for the intended purposes. should make the cloud consumer aware of the d

management practices of the cloud provider and

R26 | Thecloud provideris responsible to theloud consumer| obtained informed consent in an uncomplicate
for the provision of rights managemeanh data. manner.

R50 Thecloud provideris responsible to theloud consumer
for asking the explicit consent for any operation on da

R52 Thecloud provideris responsible to theloud consumer
for revoking data consent if requested.

R51 Thecloud provideris responsible to theloud consumer
for asking the explicit consent every time any operat
is performed on data.

R35 Thecloud provideris responsible to theloud consumer| Security.The Ul should allow cloud users to spec
for the provision of data classification mechanisi security of the data without hindering the usabili
supporting different data security levels (e, of the cloud serviceln addition, the Ul shoulg
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confidential or norconfidential). provide the highest security level as the defa
option when appropriate.

R36 Thecloud provideris responsile to thecloud consumer,
for the provision of custoamade data security levels.

R40 Thecloud provideris responsible to theloud consumer
for the provision of the highest data security level
default.

R46 Thecloud provideris responsible to theloud consumer,
for allowing the use of data encryption.

R37 The cloud brokeris responsible to theloud consumer| Transparency featuresUl should provide clouc
for the provision of evidence of nediata aggregation (o] consumers with understandable visualizations f
effective data segregation). different types of transparency features, such

the data gathered, aggregated or inferred by clo
R54 | Thecloud provideris responsible to theloud consumer| providers

for the provision of evidence of data collection practice

R57 Thecloud provideris responsible to theloud consumer,
for the provision of evidence of data gathered, inferr
or aggregated.

512 Eliciting requirements from HCI stakehol dersd wor

As a complement for eliciting specifically further HCI requirements in regard to usable transparency
and accountability from experts representing all A4Cloud stakeholder groups, a second stakeholder
workshop hosted at Karlstad University was organized by Work Package C-7, which took place on 27t
of February, 2013.

5.1.2.1 Inviting participants

In order to select possible participants to invite to the workshop, members of the project created a list
of professionals from Sweden who are representative of the envisioned stakeholder groups, for which
tools in A4Cloud are to be developed. The idea was to organize a one-day workshop that was easy for
local experts to attend and which was held in Swedish, the native language of the invited participants,
to avoid any language barriers. The invitees included IT experts of service providers from the private
and public sectors that are adopting or are planning to adopt cloud technologies as well consumer
representatives who are well aware of the problems that individuals face regarding cloud computing
and are thus representing the stakeholder group of individual cloud users. Besides, a lawyer from the
Swedish Data Protection Agency (Datainspektionen) was also invited to represent not only the
stakeholder group of regulators, but who was through her work also familiar with privacy concerns that
data subjects have in regard to the handling of their personal data in the cloud.

Targeted participants received a personalized email of invitation in which a short description of the
A4Cloud project was given along with a description of the intention of the workshop and a preliminary
plan. Out of the ten invited professionals, seven confirmed their participation for the workshop. The
participants represented all A4Cloud stakeholder groups and provided a good mix of regulatory
authorities, business professionals, IT experts, consumer representatives, and data protection officers.
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The participants, their professions and the A4Cloud stakeholder group that they are representing are
listed below®:

Table 4. Participants of the HCI stakeholder workshop

Organization Position Representative of A4Cloud
Stakeholder Group
Ingela Swedish Data Lawyer Regulator, Data subjects/individual
Alverfors Protection Authority end users
Erik Mattson | European Consumer Consumer Legal Individual end users
Centre Network Advisor
Niklas Nikitin | Karlstad University IT Service Manager Business end user (public sector)
Niklas Landstinget (Regional | IT Planner Business end user (public sector)
Larsson Public Health Care
Provider)
Farid Sajadi Karlstad Kommun IT Project Leader, Business end user (public sector)
(Municipality of Information Security
Karlstad)
Mats Tieto AB Senior Delivery Business end user (private sector)
Persson Manager
Jan Branzell | Veriscan Security AB Vice president Business end user (private sector)

5.1.2.2 Approach

The workshop was divided into two main sessions, a morning and an afternoon session. The purpose
of the morning session was to facilitate group discussions amongst all stakeholders in a relaxed
manner. The objective was to encourage all participants to share their experiences and concerns
regarding cloud computing. A moderator encouraged participants, without biasing the discussions, to
elaborate on common questions, concerns and decisions regarding cloud computing services, such as
client opinions, the considerations that are important when acquiring cloud services, the decision
process of business and individual users surrounding adopting and using cloud computing services,
as well as the issues encountered during the use of these services. Observers were assigned to
record notes and occasionally ask questions to clarify points or to keep discussions alive. During the
afternoon session participants were divided into two parallel groups, where the discussions in one
group concentrated on business end users and on the other group focused on individual end users.
Participants were free to choose which group they wanted to attend depending on their interests. A
moderator was present in each group as well as an observer. In each of the parallel sessions,
participants were encouraged to reflect over specific issues, concerns or benefits of cloud technology.
In particular, the following participants were encouraged to discuss answers to the following questions:

What problems do you observe?

In which situation/environment/context do you observe such problem?
Whom does this problem or issue affect?

How can a computer tool help address this problem?

= —a —a -

5 The informed consent of participants was obtained to publish their information
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1 What are legal and trust factors that should be considered?

Participants were given whiteboard markers and post-it notes to write down the ideas or important
points that emerged while having these questions in mind.

After about one and a half hours of group discussions, all participants were brought together again to
share their findings with the intention of complementing e a c h o discessidhs The group
discussions were collaboratively written on a blackboard and the notes from observers were compiled
and analyzed after the workshop. The results obtained from this stakeholder workshop are
summarized in the following section.

5.1.2.3 Results

Table 5 below summarises the problem in regard to usable transparency and accountability for the
different stakeholder groups that were raised during the workshop and maps these problems to HCI
requirements. Besides, for some of the elicited HCI requirements HCI principles and/or examples of
design solutions are provided, which were partly suggested by the stakeholder workshop attendees
and partly suggested by us.

Most notably, the workshop revealed problems for individual end users with respect to:

1 Unclear responsibilities regarding: Who is the data controller? What liabilities do data
processors, service brokers have? How do | get redress? What (national) laws apply?
This is especially an issue if:
0 Swedish service brokers use services that reside in other countries
0 A Service provider appears to be located in Sweden (Website in Swedish, Swedish
domain/address/telephone number, etc.), but is located in another country
1 Insufficient support for service cancellation or data export
1 Difficulties to understand trust seals and privacy policies

Furthermore, the workshop also revealed that business end users lack means to negotiate contracts
and to view (mis-) matches of SLAs (service level agreements) along the cloud chain. All stakeholder
groups require usable and selective audit and tracking tools.

Table 5. HCI requirements and design ideas obtained from HCI stakeholder workshop

Proposed HCI principles

Observation (or Problem) HCI Requirement and/or sample design
solutions

6 According to EU Directive 95/46/EC, a data controller is definethasntity that alone or jointly with others
determines the purposes and means of personal data processing.

FP7-ICT-2011-8-317550-A4CLOUD Page 24 of 97
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R.1A In contrast to traditional Make it possible for users tc Provide optin alternatives, e.g. in
outsourcing, standard contract negotiate what is negotiable, ant regardto the country/legal regime
are usually used forcloud make the negotiation processclear of the data storage location.
Computing, which are often les and simple.
negotiable for business end use
in terms of securityand privacy.

R.1B  Often individual end users do nc Display privacy policies in simple Privacy policy statements could &

make really informed choice. It i
easy to deceive people becaus
they often do neither read not
understand the agreements.

and understandable manner

explained in short videos clip
(produced by consume
organizations), at the time whe
the user has to make choices.

Display a gngh view of persona
data flow, showing how the servic
provider that users are contactin
is connected to other services ar
the possible distribution of users
data for different purposes.

Draganddrop data  handling
agreements can also help users
congiously understand what they
are agreeing to.

R.1IC

There are no sealllabels fo
security and trustworthiness foi
cloud services. If there were
how would the users know wha
labels to trust?

Individuals are often not
interested in understanding al
details of trust seals, but woule
rather like to know in gneral
GgKSGEKSNI GKSANI I

Information about trust seals shouls
be displayedin an understandable
manner. Further information about
the meaning of the seal should b
easily accessible.

As suggested in (European
Commission  2012) information
about trustrelated aspects of seal
can be hierarchidly structured in
different layers (similarly as muit
layered privacy policies).

Standardized andbroadly used
seals can be more easily recogniz
and understood.

In-place information about what &
seal means can be prioled, e.g.
via tooltips or information dialogs.

R.1ID

It is unclear for intvidual users
how they can getredress or
compensation if smething goes
wrong, and whom they should
contact in this casegspecially if
sub cloud providers are used (fc
instance, a user signs up with tr
service Box" providing acloud
service and Box uses Amazon i
a subcloudprovider)

It has tobe clear and understandable
for the user who the responsible
parties are and how they can b
contacted in cased of disputes.

Clearlydisplay the contact addres
of responsible parties on the to
layer of multilayered policies.

Redress tools to be develogein
A4Cloud have to support end use
in contacting the data controller o
responsible party.
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R.JE There is a lack of transparenc Uses have to be informed about th Policy icons illustrating the storag
along the chain of (cloud) servic country and legal regime of the dat location (e.g., inside or outsid
providers in regard to their controller and data processors alor EEA) and/or legal rules or practice
location and applicable laws. Tk the cloud chain.
main services providers that ar
contacted may be located it
Sweden, while baeknd (Cloud)
service providers are located i
another country.

R1F Web services that target thei User should be informed about thi

business to Swedish custome
(by having a Swedish website,

applicable  (national) consume
rights. Redress tools should (at lea

Swedish  telephone  suppor in these cases) allow users to conta
number, using SEK as a curren the data controller in their natural
etc.) fall under Swedist language

consumer and data protectior
laws, even if the business
located outsideof Sweden and
independent of what contracts
say.

R.1G

Services quch as hotels.com
resia.se) operate only as
mediator/broker, but take no
responsibility if something goe
wrong. Service brokers have t
inform the users about who i
the responsible data
controller/service provider, with
whom the agreement/service
cortract is actually made.

User interfaces of service brokel
have to clearly inform the user
about the identity of responsible
data controller/service provider with
whom the contract is made.

R.1H Individual userdind it difficult to Users have to be awaref and Use of Ul elements for makin
read and understand long an understand important service users aware, e.g. suitable icons.
complicated contracts/terms & limitations
conditions that are postec
online. Often data

loss/unavailability of data is the
greatest of consumer concerns
but limitations of availability (in
terms of the amounts of time
that daa are accessiblg
mentioned in terms and
conditions are not transparent tc
them.
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R.1 It is often unclear forindividual Users should understand data Present consequences o
users whatcloud providers really processing purposes an a{ LIS 1 Ay3a (KS dz
do with the data (e.g., if they ar¢ consequences.
merging different registers) anc
whether they are following Uses must be informed about
negotiated policies anc serious risks of nogompliance and
contracts. what this may imply before they

disclose data, and about privac
breaches/norcompliance in regard
to data that they disclosed.

R.1J  Securityand privacy risks are noi Usersshould be able taunderstand An overall risk evaluation result
very clear and comprehensible t risk evaluation results, especially can be displayed in a noticeable
many individual users. Eve they describe serious risks of nol way, wusng a multilayered
security incidentshave nolong compliance, and they should structure (Art. 29 Data Protectior]
lasting impacts on the user's ris understand the implications befor¢ Working  Party  2004) The
awareness. On the other hanc they disclose data. Theynust be presentation is based on suitab
they are not interested in policy informed about privacy metaphors.
details but just would like to breaches/nonrcompliance in regard
know whetrer their data are to data that they disclosed, in a wa
aal ¥S¢ that they are aware of and

understand those risks.

R.XK At the time of service Information about service Clearly present information about
registration, end users do no termination, data deletion and the option and rights of deletior
think about how to end the portability should be easily accessib and data portability in the contex
service in the future. While the and comprehensible for end users. when it is relevant (e.g., when
registration for a service it service is terminated).
usually made easy, it is ofte
(made)  difficult for end
users/organizations to
unregister/terminate a service
contract, delete data or transfer
data to other service providers. |
is not always clear to end usel
whether they "own" their data,
as they do not check the term
andconditions carefully.

R.1L It is difficut for individual and There should be sable and selective Different visualizations of the
business end users as well . audit and transparency tools whic dzi S W@&vidus data disclosure
auditors to track data in the even make the handlingfamplicitty could be appkd, using, for
cloud and to find out who has o collected data (e.g. via the Facebot instance,a timeline view or a trace
has had access to the data fc Like button) transparent. view.
what purposes.

R.IM SLAs of differentloud services Tools for auditors and business use Display a visual chain of SLAs &

along the chain may not match

should visualize the difference
between different SLAs

indicate with colors or icons whe
there is a mismatch of SLAs. L
users click on a particular
mismatching connection to see th
details and support his decisions.
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R.IN Usershave the need toclassify Users should be guidedwhen Provide a filter hat allows users tg
their data or groups of data (e.g defining and editng labelsto classify select which categories (labels) a
by marking sensitive person: their datain an easy and meaningfu displayed. A tree view can b
data, confidential data). Dat¢ way. Moreover, the user should b provided where users cal
classification is needed in able to browse through these data b check/uncheck the data to b
particularfor risk analysis and b the defined categories. shown. Alternatiely, use tabs tg
policy tools. divide the different categories.

5.1.3 Focus groups: advanced vs. lay usersbmental models and attitudes of cloud services

To understand the different ways in which individuals with different levels of familiarity with technology
perceive cloud services and comprehend the flow of their personal data on the Internet and in the
cloud, we conducted three focus group sessions, one pilot session, one session with only expert users
and another session with non-expert users.

The group of expert users was formed of 16 Ph.D. students in computer science coming from different
Swedish Universities (but with different nationalities) who were taking a graduate course on the topic
of Privacy Enhancing Technologies. It was assumed that these participants would have a similar level
of understanding and experience as, for instance, system administrators or IT security professionals
dealing with data handling and protection in Internet services. The non-expert users consisted of a
group of 15 individuals from different age ranges, cultural and educational backgrounds, who were
participants of a project for personal development towards employment opportunities’. Our
collaboration with such project gave us the opportunity to carry out a focus group session.

During the focus group session participants were divided into different groups of approximately 3 to 4
people. They were asked to brainstorm about how their data were handled and transferred between
common Internet services that they commonly use and that have required them to submit personal
information (e.g. creating accounts, storing files, buying products, etc.). Each group wrote down these
services in post-it notes of a given colour. Thereafter, a card-sorting exercise was performed in which
all participants collaboratively classified the services that all groups had come up with into different
categories and post it on the blackboard, and gave each category a name. This was done to find
probabl e diff er enc &she kind of gervices IthatGan pdieatlally stéres handle and
share their personal information. Then, each group was asked to choose one of the online service
providers and think about the information attributes that are required from the service they had chosen
and write them down in a piece of paper. At the end, they were asked to discuss which other online
services they believe could also get their personal information when carrying out a transaction with the
chosen service and where attacks to their personal information can occur. This was done to get an
idea on the wusersd mepetsendl informatien!flews, other gamies intolkee inra
digital transaction and vulnerabilities of the transaction. At the end, participants were asked to
complete a short post-questionnaire.

The focus groups session resulted in a series of illustrations from each group which resembled the
way they visualized how personal information was being exchanged, the entities involved, when
carrying out an online transaction, and the vulnerable spots of the transaction. The illustrations were
then interpreted, annotated and analysed. Figure 1 shows an annotated illustration of one of the
groups from the expert u s e focu®group session.

" The project is called UMA (Utveckling Mot Arbete) taking place in the cititrigtinehamn, Sweden.
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ommunications between
users can be monitored

by attackers.

the Internet or
normal telephones.

Authorities can also
monitor conversations or
request information from
Skype, but this is not a
felony..

(ep—
Key par (private)
w PO OO O

Age Messages Persond number
o |~ Qocen |~ s00@g |~ 2000

Chat history is se
Malware in the device can
compromise this.

Figure 1. An illustration from a group of expert participants showing the entities involved in a transaction
using the Skype service.

General comparison of the illustrations showed, as anticipated, that the participants considered as
non-expert have a blurrier idea of how communication between the different entities work in reality,
whereas expert participants have a much better understanding of the possible entities involved and
the possible vulnerabilities that can occur in a digital transaction. Also, expert participants illustrations
tended to go beyond relationship diagrams but they also included democratic statements, such as the
power injustices, ideals of transparency, the control of information by powerful service providers, etc.
The following table captures the results from the exercises done during the focus group sessions and
maps them to Ul requirements for the design of possible interfaces for protecting privacy and
enhancing transparency.

Table 6 below summarises the results in terms of our observations from the focus group sessions,
elicited HCI requirements and proposed HCI principles or design examples.

5131
Table 6. HCI requirements and design ideas obtained from focus groups

Proposed HCI principles

Observation (or Problem) HCI Requirement and/or sample design
solutions
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R.2A

Nortexpert users believe that actin
entities are more related to each
other than they might be in reality
Tendency to believe that personi
information is distributed among
many of the entities represented
"All internet companies can shal
information about mé.

The interface should clearly show th
different entities that could get &
hold of which kind of persona
information.

Create a network visualiian
that clearly showsthe entities
(nodes) getting users'
information and the pieces of
information that eachentity has
(as the links)

R.2B

Both groups have an idea thalata
are being forwarard to third parties
by service providers. However, nol
expert users seem to have a le
clear idea of who these third partie
maybe.

The interface should put emphasis ¢
explaining the distribution ol
information tothird partiesin a clear
way. The interfae should explain
that sometimes the third parties are
not specified by the service provide
Present the purposes for which thes
third parties are allowed to use thq
data.

R.2C

Expert users have a clearer idea
where attacks can happen and 1
possible counter measures. Non
expert users had an idea the
information can be at risk, but it i
very unclear for them what can b
attacked, why isthe information
vulnerable and the approaches t
mitigate the problems.

Lay users need help creating corre
mental models of what g
vulnerable/risky and what is safe
They should be able tanderstand
when they are performing risk
actions and feel comfortable o
confident when th& risks are
minimal. Communicate risks b
showing consequences of behaviou
in a minimalistic way

Indicate different risk levels with
colours and clear explanation:
Use adequate language theé
would communicate the right
message to the right user grou
Provide layered explanations i
an understadable way that can
be read in more detail if user
are interested, thus catering fo
the different experience of
users.

R.2D

Nonexpert usershave the idea that
their information is collected in ¢
central repository (e.g. a clou
service), but they don't know
anything about that repository (hov
secure it is, where it is, who contro
it, etc.).

Inform lay users about some of th
details of the location otheir data
and the properties that apply to it a
that location (security, legislations
rights, etc.)

Provide short CoNCise
explanations of different aspect
of the data in playful ways. Us
icons to represent different
things, maps to represen
locations and use a muki
layered approach for providin
more information when desired.

R.2E

Both groups are aware that servic
providers can do analysief their
data to find out more information
about them. However, noexpert
users are less aware of th
consequences of the possible misu
of their data.

Users could be informed about sorm
of the possible inferences that
service provider (or a group ¢
service providers) can make based
their previous and current date
disclosures.

Show how different datatems
can be linked together to form
new information or deduce
information about them wkhsh
they might notlike to disclose A
series of small network
visualization can be don
showing common examples ¢
combinations of data that cai
reveal more than peoplecan
imagine
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R.2F

Both groups are aware that it is nc
only the explicit release ofgrsonally
identifiable information, but alsc
what can be deduced from the dat
(like behaviours attitudes, etc.).
Difference between explicit ant
inferred data.

Show people the data that they hav
disclosed explicitly, and show son
of the possible interpetations that a
service can do based on that data.

Show aorm where people enter
data. Then a tool will present a
list that shows the possible
inferences about theibehaviour
and personh data based on
simple search terms.

R.2G

Trust in the chain of servicesnplay
a role in a transaction or disclosul
instance.  Users can have
misconceptions about the
trustworthiness of a service based ¢
the trust that they put on another
service belonging to the chain.

Users shoulddistinguish when they
are interacting with a trustworthy
service and be aware of th
trustworthiness throughout the chair
of cloud services.

Let users judge their trust leve
by presenting a visualization ¢
third party services that the
service provider has contact
with.

R.2H

Expert user@concerns go beyonc
the use of personal data, but de:
also with people's rights ani
democratic  governments.  Nen
expert users are less aware of the
rights concerning the ptection of
their data.

Interested usersshould be able to
audit the chain of clouds. Who he
accesed data, for what purpose,
why did they access those data at
particular instancewith whom data
were shared with, etc.lt should be
easy for people to exercise the
rights regarding data protéion and

Make users aware of their right
with links to information, and
help them exercise them b
providing them with clear
options for action and

Show a list of logged data the
users can query with variou

handling practices. guestions related to their
personal information. Querie:
would filter relevant results,
Display a visualization of th
chain of clouds and thei

vulnerabilities.

From the observations of the focus groups it can be concluded that user interfaces for accountability
and transparency in the cloud should adapt to the type of user that is interacting with them. For
instance, using progressive disclosure, content-on-demand techniques, and multi-layered approaches,
descriptive information can be shown only when users request it. Similarly, providing appropriate
defaults can release non-expert users from having to modify settings for features and display options,
while expert users can customize these options if they want. Also, it can be a good idea to provide
different views that appeal to different types of users for displaying similar information. For example,
non-expert users might like a more graphically colourful and interactive visualization of data releases,
whereas expert users might prefer a log in form of a list of text that they can query. Learnability
aspects can also be considered, in which the interface should promote the learning of the novice users
so that, if interested, they can reach a higher level of understanding of what goes on with their data in
the cloud.

5.2 Usability tests and controlled experiments

5.2.1 Background: Mental models of privacy and control of personal information

Previous studies have investigated the relationship between privacy concerns and the perceived
control people have over their personal information on the Internet. For instance, Xu (2007) describes
how the introduction of privacy-enhancing technologies (PETSs), government legislations and industry
self-r egul ati ons are f act pearceived dorardl overnheir iefarmation, Lagdetus 6
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mitigate privacy concerns. Similarly, Hoadley et al. (2010) investigated the privacy concerns of Online
Social Network users when an illusory loss of privacy control was introduced to a social network
plattorm,suggesting that wusersé who believe tshikpresenti nf or ma:
higher privacy concerns and show more willingness to adjust their privacy settings. Additionally,
studies by Brandimarte et al. (2012) revealed effects on privacy concerns where increased perceived
control over the release of personal information also increases the willingness of people to keep
releasing sensitive information. That is, people often perceive that they are in control over their data
releases without attaining actual control, nevertheless this illusionary sense of control leads them to
publish more sensitive information. (i.e., A mor ed perceived control can | ead t

These studies suggest paradoxical and irrational behaviours by people when it comes to the value
they place to their privacy when acting online. In particular, people who have an illusionary sense of
control over their data are less likely to protect their privacy in reality (Gross & Acquisti 2005). Besides,
people seldom have an accurate perception on the actual amount of control they have over their
information.

Moreover, lon et al. (2012) have shown that individual end users of cloud services have strong privacy
concerns, trust local storage devices more than cloud storage when dealing with sensitive data, but
are not fully aware of the risks posed by cloud storage services. Marshall & Tang (2012) explore cloud
services as file synching and sharing mechanisms, identifying five common use cases among
individuals, including using the cloud as a repository to exchange files between own devices, using the
cloud as a shared repository to collaboratively edit content in the cloud, backing up and editing content
of own files offline, editing content of files reflects in other s 6 d eandisyme&hnization of files.

The finding of the studies mentioned above can be complemented by investigating not only how
fiperceived control influences peopl e 6Brandindrtéd etalgness t
2012) but also the extent to which people are willing to reveal personal information in exchange for

perceived control and other valuables, such as comfort and less cognitive burdens, or more cloud

storage space and transparency features. There is also a need for understanding the kinds of features

that cloud consumers need and appreciate at the moment of protecting the data stored and handled

by cloud service providers.

522 Expl oring behaviours dneeds and understandings through controlled
experiments

Previous studies have found paradoxical privacy behaviours of people when acting online, stating for

i nstance that i ndi vi dis adt dhecessdridysrefleceed By othieir rpal actians y
(Spiekermann et al. 2001; Gross & Acquisti 2005). Motivated by the design of the investigations of
these previous studies we set up a series of three experiments that had the intention of understanding
the way people think about cloud storage services, their willingness to distribute their personal data
(information and files) to cloud services, how they perceive and understand related risks and control
options, the amount of trust they put in the service, the features and controls that they appreciate, and
other factors related to the distribution and understanding of their information in the cloud. Analysing
these factors can provide insights on how ex ante TETs can be designed to support users to make
better informed decisions and to exercise control of the use of their data in the cloud.

The experiments were based on a scenario representing a fictitious cloud storage service, which we

named fiSheepCloudd. An illustration of thdiguregi strat.
in which participants of the experiments were made to believe that they were registering and

submitting personal information to an unknown cloud service.
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heepCloud

Meet new friends by sharing your fies in the doud

Share files with people
who have your same interests!

a
@
get this much storage space for FREE! m

25 G B Q@ [wnere doyouive B

0 | Where were you born? |

Register now

i Profilexls <— your answers will be saved in this publicly available fil=

=<
8
z
3

Have you ever made a donation to 3 non-profit organization?
Have you ever done any kind of voluntary service?

Have you ever been traveling for more than one month?
Have you ever travelled outside the continent you were born?
Have you ever bought electronics through the Internet?

Can you speak more than two languages fluently?

Do you have any pets?

Are you married?

Do you play any instrument?

Do you have a vehicle (car, motorcycle, minivan, motorhome, etc)?

20020000000
20020000000
eNcNcNcNeNeNecNeNeNe]

© |'want to choose how SheepCloud handles my information and files.

@ | allow SheepCloud to handle my infarmation in whichever way they want. [ +25 GB 1

2o6B

* W raserve the right to grant sny cloud storsge space
Copyright ® 2012-2013. Al Rights Reserved
‘ShespCloud AB - Sweden

Figure 2. SheepCloud registration page. Users were made believe they were registering and releasing
personal data to a new storage cloud service.

At each test session participants were asked to carry out through the following general steps, which
were consistent across the different series of experiments:

1. Read introductory instructions:
As a first step, participants were directed to a webpage with instructions about the test. The
instructions deceived participants into believing that they were going to register for a Beta test
of a new cloud service with social capabilities.

2. Submit registration information and answer to questions:
Participants were asked to register by submitting some personal information (name, email,
age range, place of birth, place of residency and profession. Participants were also told that in
order to register they would need to answer a set of 10 questions with possible answers being
iYeso, i No 0 o yandithhibtheic ansavere wauld be stored in a public file in their
new storage space. Participants were assigned at random into two groups, in which the
experimental group was shown ten questions that can be considered sensitive, and the
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control group were shown ten questions that were considered non-sensitive. In order to
minimize any possible bias due to the order of the questions, the order of these questions was
also randomized. Moreover, the time participants spent in the registration page was also
measured, as an indicator of the effort it took for them to register and take decisions.

3. Experimental part
This part of the design was varied between and within the three experiments. In experiment
one the amount of gigabytes of storage was varied between the groups. In experiment two the
choice between automatic and manual registration was framed in different ways between the
groups. Finally, in experiment three the focus was to investigate which privacy features are
desired by users.

4. Read debriefing information and confirm participation:
Once participants thought they had submitted their information and answers to the questions,
they were then explained that SheepCloud was not a real cloud service and they could not get
storage space. They were told which information was about to be collected and which
personal information was not being collected by the experiment. In particular, no personal
data® was collected (such as name and email address), neither were the specific answers to
the questions collected (only the totalsumo f A &l&add A No crespomses).t 0O

5. Answer a post-questionnaire:
After being debriefed, participants were asked to answer a few more questions®. The
questions intended to measure aspects related to the credibility of the SheepCloud scenario,
the sensitivity of the questions asked, the level of trust people will put in an unknown service,
their online privacy concerns and behaviours, and other aspects surrounding the specifics of
the test.

The idea of deceiving test participants into believing that they were about to disclose real personal
data to an unknown cloud service had the purpose of improving the ecological validity of the
experiments. To check if participants actually felt that they were submitting sensitive private
information to this new cloud service when registering, the post-questionnaire asked participants to
rate in a scale from 1 to 5 the level of sensitivity of the questions. A chi-square test of independence
for the different test scenarios revealed that participants did indeed differentiate between questions
that were sensitive and questions that were non-sensitive. The questions asked can be found in the
Appendices. Although the use of deception in research is to be avoided based on the principle of
informed consent it is permissible when the research question cannot be answered otherwise.
According to the American Psychology Associationi® ethical guidelines as well as the Swedish
Etikprovningslagen'' when using deception, researchers must ensure that participants do not
experience physical pain or severe emotional distress and make sure that the participants are fully
debriefed about the motive of deception after the data collection. In the reported experiments not using
deception would have led to hypothetical responses from the participants. Furthermore all participants

8 As defined by EU Directive 95/46/EC

°* The specific postiuestionnaires for each experiment can be accessed at these sites:

- Experiment 1http://goo.gl/HcoB
- Experiment 2http://edu.surveygizmo.com/s3/1139746/SheepChiiGurvey

10 http://www.apa.org/ethics/code/principles. pdf

Uhttp://www.riksdagen.se/sv/Dokumehégar/Lagar/Svenskforfattningssamling/l-2603460om+
etikprovning sfs2003460/



http://goo.gl/Hco7S
http://edu.surveygizmo.com/s3/1139746/SheepCloud-v2-Survey
http://www.apa.org/ethics/code/principles.pdf
http://www.riksdagen.se/sv/Dokument-Lagar/Lagar/Svenskforfattningssamling/Lag-2003460-om-etikprovning_sfs-2003-460/
http://www.riksdagen.se/sv/Dokument-Lagar/Lagar/Svenskforfattningssamling/Lag-2003460-om-etikprovning_sfs-2003-460/
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were debriefed regarding the deception and were again asked if they willingly conceded to continue
with the study now that they knew the true set up of the experiment.

5.2.3 Experiment 1: Understanding willingness to distribute personal data to cloud services

In this first set of experiments we investigated the willingness of test participants to disclose personal
data depending on the offers they get from a cloud storage service provider. In other words, would
people be willing to give away control over their personal information if they perceived that they could
get more value from the cloud storage provider?

To explore this question we used the SheepCloud scenario offering participants 25 GB of cloud
storage space at the moment of registration, with the possibility to earn more storage if they were
willing to hand over the control over their personal data. Participants were recruited on Karlstad
Universitybs campus as wel | niaternational drowdsourcihgrsentcg'h Ormacampus,
participants were rewarded for their participation through small tokens of appreciations (such as candy
or USB storage sticks), whereas remotely located participants got a small sum of money if their
participation was satisfactory. The data were analysed to detect and exclude remote participants who
did not take the test seriously. A total of 120 participants completed the test successfully.

During a test session participants, who were randomly divided into two categories of either sensitive or
non-sensitive questions, were further assigned to three other subgroups at random, where they could
get different additional amounts of storage space if they were willing to hand over control of their
personal data and files to the cloud service provider. The three groups of additional storage space
offers were:

1 Group 1: No additional extra storage offered - control
1 Group 2: Double the initial storage offered ( + 25 GB)
1 Group 3: Large amount of storage offered ( + 100GB )

Figure 3 shows an example of group two, where a participant can double the initial offer of 25GB of

cloud storage if she chooses the option Al all ow She
way they want [ +25GB] 0, ,timaohregstraioa.t ti ng 50GB at t he

| want to choose how SheepCloud handles my information and files.

@ | allow SheepCloud to handle my information in whichever way they want. [ +25 GB 1

Figure 3. Example of an offer to get double the cloud storage space if the user hands out control of his
personal information to the cloud service provider.

A logistic regression analysis showed no statistical significant influence on the willingness to control
personal data by neither the level of the sensitivity of the questions, 1@ yxi.e. looking only at
participants who were assigned to either sensitive or non-sensitive groups), or by the amount of cloud
storage space offered, 5 T8t @ No significance was found by the combination of these two

12 Microworkers.org
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independent variables (amount of cloud storage offered by the level of sensitivity), 1 & @(i.e.
looking only at participants who were assigned to the three different GB storage offers groups).

Descriptive statistics of the results from this experiment are shown in Table 7, where no immediate
obvious variations can be observed between the different groups.

Table 7. Crosstabulation of the willingness to control data depending on the sensitivity of the data and
the amount of storage offered.

Ch0|ce of control
Cloudcontrol Total ‘
1] 8

e
A -’ §
i § ”
Non-sensitive ‘ 13 3 16

+ 25 GB ‘ 11 11 22

+ 100 GB ‘ 4 12 16

However, considering only the participants who were assigned to the non-sensitive data group as the
baseline, it can be observed that there might be a difference on the willingness to control data
depending on the amount of storage offered. In fact, calculating the chi-square statistic, ... chg

VT pB® @ T\ pit can be seen that the level of storage space offered is a predictor on the

usersd choice of cont r olNewnheless, thitis not thecdcase ahen looking hi s

only at the participants assigned to the sensitive data group, ... ché¢ @ ¢ p&F T ™MW W

As mentioned above, participants were debriefed after registering for the fictitious cloud storage
service, and they were asked to answer some additional questions. The answers to the post-

cas

guestionnaire revealthata 70% of partici pants who stated that the

computingo did in fact u,sndicatmg that peepke o notrc@nprehlera thd
meaning of their data being stored in the ftlouda Also, the results indicate that 41% of participants
would appreciate a lot if a service provider made it easier to understand their legal rights with regards
to the use of their data.

Even though there is no concrete proof that people are willing to give away control over their personal
sensitive information, the results from this experiment suggest that there are some factors that can
influence auserd s deci si o pertdinacloud deavipet, sinae they might be willing to give away
some of the data that is not seen as sensitive in exchange for perceived valuables. These findings
also indicate that a design effort has to be done for motivating users to become aware of the data they
are releasing to unfamiliar cloud services and what the consequences can be, since users seem to be
indifferent to whether they are releasing sensitive or non-sensitive data into the cloud. Moreover, there
is a need to educate users on whatthet er m ficl oud s e rthe implieationsohsulesdribing
to such services.
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Table 8 below summarises the results from experiment 1.

R.3A

Table 8. HCI requirements and design ideas obtained from Experiment 1

Observation (or Problem)

Perceived sensitivity of dat
oLy Ay Tt dzsSyC
behaviours in regard to
exercising control However,
data that might be perceived a
non-sensitive (or harmless) ca
become sensitive with change
in time and/or context.

HCI Requirement

Users should be informed abot
possible scenarios in whictiata
itemscould becone sensitive

Users shoul@lso be aware abou
the different purposes for whict
their information might be used
as well as the possible recipien
of their datg since this can affec
their behaviour. The perceive
sensitivity of data can be
dependent on the context ir
which it isused.

Proposed HCI principles
and/or sample design
solutions

On the user interface, provid
inline  examples of dat:
aggregation or misuse ¢
seemingly harmlesdata.

Provide a visual indication ¢
how their data might be
transferred across the chai
cloud or shared with third
party services.

R.3B

Users arewilling to disclose
personal datathat is perceived
as nonsensitive in exchangt
for a reward that seems
valuable.

Users should be made aware
the risk and benefits of disclosin
their data to a service.

Make users conscious aboul
the value of the datahey are
releasing  comparable
something they can relate tc
like monetary value.

R.3C

Users are unaware or not we
informed about the types of
online services they subscrib
to in regards with the handling
of their data and persona
privacy.

Cloud providers should inform
individual end usersabout the
& S N2 Apfivacit Qpolicies anc
make the implications of date
disclosures transparent to thes
users.

Ex ante transparencyawareness
should be promoted, in order fo
users to know what type o
servicethey are subscribing to.

Make it explicit through the

wording and the us of
standard icons the
consequences in terms

benefits and risks of havin
personal data in the cloud.

5.2.4 Experiment 2: Framing and terminology

Previous research on decision-making has shown that people are very much influenced of the
description or framing of the problem (Tversky & Kahneman 1985). The aim of the experiment was to

investigate influence of framing on the choice between preservingve r s u s

giving up

A total of 121 participants (62 female, 55 male (4 missing), 99 aged 19-30, 22 aged 31-60) partook in
this experiment. All participants were recruited in public areas of the Karlstad University campus. The
general design and procedure followed the outline described in Section 5.2.2.
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At the end of the fictitious sign up process to SheepCloud the participants were asked to submit some
personal information either manually (and thus retaining full control of their data) or automatically
(without control of their data) by letting the system gather information that other popular Internet
service already possess about them, such as the information on Facebook. Three conditions of
framing were tested. One baseline, without any framing, one where the automatic option was framed
as a way to save time and finally one where the manual options was framed as a way to control what
data were actually being submitted. The participants were randomly assigned to one of the three
conditions.

Nu behover vi bara lite mer information om dig

15 G B Du kan valja automatisk eller manuell registrering
GRATIS! T I —
Manuellt Automatiskt

Informationen hamtas
automatiskt fran vara partners

facobook RSYDER Lveais

Figure 4. Screen shot from the baseline condition. In the two experimental conditions the subheading was
changed to frame one of the two choices in a positive way.

The results of a Pearson chi-square test showed a significant effect ... ¢ché pc¢p p& M 8imp
of framing on the proportions of participants choosing either manual or automatic registration. A
comparison of the three frames showed that participants were significantly (Bonferroni corrected rde

8t ) more willing to give up control when the automatic choice was framed as ftime savingdo compared
to both the baseline and the control frame. There was, however, no significant difference 8t u
between the baseline and the control frame conditions (see Table 9 for descriptive statistics).

Table 9. Descriptive statistics showing the number of participants assigned to each conditions of
Experiment 3.

Level of
control
Full control Save time Baseline
(n=37) (n=41) (n=43)
High (manual) 81.1% 46.3% 76. ™6
Low (automatic) 18.9% 53.™ 23.

The results clearly show the influence that the framing of the choice has on preserving versus making
compromises on one® privacy. The effect of the time frame can be understood in two different
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fashions: either in terms of effort or in terms of clarity of consequences. In terms of effort, the offer to
save five minutes by compromising on one®& privacy might not sound too attractive at first. However,
given the time usually spent on a registration process in combination with the fact that privacy is a
secondary task to, in this case, acquiring storage space, the offer to do so more effortless is rather
alluring. In terms of known consequences, previous research has shown that concrete information on
a given option has a very strong influence on choice (Tversky & Kahneman 1985). Other findings
i ndi cat e tdegrae ofperoeiped @idtrsl is frequently overestimated (Langer 1975).

Table 10 below summarises the main results from experiment 2.

Table 10. HCI requirements and design ideas obtained from Experiment 2

Proposed HCI

Observation (or Problem) HCI Requirement TIPS Eme. 0

sample design
solutions

R4A UserQ gAffAy3aySaa G2 idN Make usersaware of all pro Tooltips and/or help texts tc
influenced by the description ofwo or more and cons of their choice ir clarify consequences @
choices an unbiased fashion actions.

5.2.5 Experiment 3: Desired features on cloud services

The results from previous activities, namely the Stakeholder workshops, focus groups and the first
round of experiments using the SheepCloud scenario, provided us with a narrow set of features of
what users would value or what stakeholders representing user interests recommend for providing
user control and transparency. In short as listed in Section 5.1.1, these features included the
possibilities for data portability, specifying levels of visibility of data, specifying the data locations in the
cloud and privacy and consumer laws applied in these locations, specifying the permissions for data
usage and sharing, categorizing data, and defining the level of privacy and security for different data
items. Most of these features were also suggested by stakeholders from consumer or data protection
authorities (explained in Section 5.1.1) based on experienced privacy and consumer-related issues
that arose to users when these transparency and control features were absent or when users were not
sufficiently aware of them.

We saw it as relevant to understand which of these features individual users care about in order to
suggest design guidelines that prioritize the availability, learnability and ease of use of such features.
In particular, if individual uses do not directly consider features listed above that were recommended
by consumer organisations or data protection commissioners based on long-term experiences as
valuable, more efforts may have to be but into the Ul design for conveying the consequences of issues
that may arise in absence of these features. In other words, instead of informing about more abstract
technical terms, the Uls of A4Cloud transparency and control tools should rather mediate the practical
advantages that these control options offer to the users.

For this reason, we performed another round of experiments using the SheepCloud scenario, where,
as in the first experiments, participants were randomly selected into two groups, one group was asked
a series of sensitive questions that were supposedly stored as a file in the cloud provider, and the
other group was asked non-sensitive questions.

In this case all participants were recruited through the same crowdsourcing service as in the first
experiment and were rewarded about $1 if they completed the test satisfactorily. As in one of the
previous experiments, the data entries were screened for possible demotivated participants.
Submissions that were not judged as honest or seemed rushed were removed from the dataset. At the
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end, the entries from 179 participants coming from different parts of the world were considered for this
experiment.

This time, people who decided to be in control of their own data were then given the option to select
four out of six control features that they would like to have. For every selected feature the amount of
free cloud storage offered was reduced by 5GB. The idea of limiting the amount of features to be
selected and reducing the storage space offered had the intention of forcing participants to select only
those features that they really cared about. Figure 5 demonstrates the look-and-feel of the feature
selection using the SheepCloud scenario.

@ | want to enable some options to handle my information and files.
You can select maximum Four options

B [-56B]1 O [-56B]

,, o®
| [/ Visibility:
! Control who will be

4 able to see your data:
Public,
Friends of friends,

256 B Friends,
B [-5GB1 B [-5GB1 or only me.

FREEI 5 Q0

N

e

Know how SheepCloud uses and shares my data

Export my data when closing my account Control who can see my data I:}

Decide where my data is stored

B [-56B]1 B [-56B]

L & -

Label and categorize my data Adjust the levels of security of my different data

o | allow SheepCloud to handle my information in whichever way they want.

25GB
i,

Figure 5. The functions for controlling data that SheepCloud offered at the time of registration.

Out of the 179 people that completed the first part of the test, only 68 (38%) enabled the options for
controlling their own information and files (62% of the participants indicated that they would let
SheepCloud handle their information and files in whichever way this service provider wants).

Table 11 summarizes the preferred features as selected by the 68 participants who wanted control
over their own data. The table presents the textual descriptions about the features that were shown to
participantsinformofa fic | o u d esulisshotv that participarfess would value most the possibility
to decide who will have access to their data (i.e. 52.9% would like to have a A Vi si bi | i
followed by the power to decide how the cloud service provider will end up using and sharing their
data with third parties (i.e. 38.2% value a i Us a fpatuie), as well as the opportunity to select the
levels of security that apply to different data items.

Table 11. The possible features for control of personal data and the participants' preferred features.

Name Detailed description Frequency Percent
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Visibility Control who will be able to see your data (Public, friends 36 52.%
friends, friends or only me)

Usage Determine the way SheepCloud uses and shares your data 26 38.2%
other companies

Security Control the levels of encryption of individual data items or grot 22 32.4%
of data

Location Control where your data is stored and the laws that apply 16 23.5%

Portability Be able to download all your data locally in a standard format 16 23.5%

Labelling ¢-3 @2dz2NJ RFGF 6A0GK RAFTFSNByd 9 13.2%

GKAIK adOKzz2té¢x Sido

As with the first experiment, a Person chi-square test for independence revealed that there is no
significant difference between the number of participants that wanted to have control over their own
data and the ones giving away their control, when the sensitivity of the data was manipulated,
® pht pxw ™ YM 1@ XIn other words, 62% of participants choose to delegate the control
over their data and information to an unfamiliar cloud service provider (i.e. SheepCloud), regardless of
whether their data were sensitive or not, suggesting that many people are not willing to spend too
much cognitive effort at controlling certain aspects of their data. One possible reason for this is that lay
users might find it confusing, burdensome or time consuming to select controls that help them protect
their data and preserve their privacy. Another explanation is that they might not be well aware about
the practical consequences of releasing personal information to a cloud service, and thus they lack the
motivation to spend cognitive efforts at setting these controls.

Curiously, results for this experiment also showed that the beliefs users had about SheepCloud being
a real cloud service decreased as compared to the results of the first experiment (Section 5.2.3). This
is probably because existing cloud services do not give users the opportunity to control their data, and
thus people did not perceive this as a realistic service. These results are in accordance with findings
described in (Lacohée et al. 2006), stating that unsubstantiated claims given by a service provider do
not tend to build trust. Moreover, from mapping the questionnaire responses from participants who
came from different parts of the world, it can be observed that there are cultural differences in the
amount of trust people would place in an unknown cloud service provider. For instance, respondents
from Sweden indicated in average that they would generally not trust SheepCloud with their personal
data and files, whereas people from Southern Europe and Southeast Asia were more willing to trust
SheepCloud with their data and files.

Table 12 summarises the results from experiment 3.
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Table 12. HCI requirements and design ideas obtained from Experiment 3

Observation (or Problem)

cognitive effort or time atsetting
up privacy contras.

HCI Requirement

R.5A  Users are unmotivated to spdn Users should be motivated to spen

the necessary cognitive effort o
time at adjusting their privacy
preferences ata moment that is
relevant to hem and meaningful to
their actions

Consequences are easier to gras
than technical features and terms
Inform users not only about how
settings can be adjusted, but th
consequences of adjusting suc
settings.

Proposed HCI principles

and/or sample design
solutions

Provide  appropriate privacy
friendly defaults for a set of
situations in order to ease the
dzZASNBQ 0 dz2NRSY
preferences

Let users adjust their preference
a2y 0KSs reéded By
providing brief but meaningfu
explandgions as of why it g
important to care about such
setting in terms of the
O2yasSldsSyoSa iz
might motivate them to care abou
adjusting.

Ly 2NRSNJ G2 !
comprehension and motivatiora
cloud provide should present its
privacyenhancing features ni a
gl & GKFEG NBEFGS
reality and try to reduce the
technical explanations.

R.B

Knowing wo is able to
viewl 00S&4a I yRdata
stored in the cloud as wkehs how
their data areused are appealg
features

It should be easy for users to fin
and adjust functionality related tc
the visibilityand usage of their data.

Provide privacyriendly default
settings for data access controls
and usage

R.5C

People may become sceptical
towards unknown services that
promise them to guard their
privacy

The cloud providershould motivate
not only the benefits for users
protecting their privacy, but also the
benefits for the cloud provider itsel
when offering accountable anc
privacyfriendly features to its
custamers

R.D

Trust on unknown cloud service
might have a cultural componen
to it. Users from different cultures
exhibit different levels of trust

Cloud provider should consider the
customers in terms of the culture
location of service, and legislative
regimesand cater for their collective
mental models and attitudes
towards data in the cloud.

When users are about to subscrik
to a cloud service, appeal to the
cultural background by
emphasising features of securit
accestbility and alike.

Accountability and transparenc
features might balance the level ¢
trust across different cultures.
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5.3 Evaluating visualizations of data disclosures and data traces

5.3.1 Background

One of the HCI challenges that we have been addressing in WP:C-7 is the question how we can guide
the users to better comprehend the flow and traces of their data on the Internet and in the cloud. As
was observed earlier in the PRIME and PrimeLife projects, many users have problems to differentiate
whether dataare st or ed on the wuseré6és side (under the
and to comprehend to which network entities personal data flows during online transactions(Wastlund
& Fischer-Hibner 2010). Focus group sessions that we held (c.f. Section 5.1.2) confirmed these
previous findings especially for lay users.

Therefore, as a next step we wanted to address the research question regarding what are suitable
HCI concepts for evoking the correct mental model for users of their personal data flows and traces.
We chose to examine this question by taking the prototype of a tool called the Data Track, which was
developed in the PRIME and PrimeLife projects (Wastlund & Fischer-Hibner 2010), as a test case.

The Data Track is a user side ex post transparency tool, which includes both a history function and
online access functions. The history function stores in a secure manner for each transaction, in which
a user discloses personal data to a service, a record for the user on which personal data were
disclosed to whom (i.e. the identity of the controller), for which purposes and under which agreed-upon
privacy policy. TheDat a T usarinterfase version developed under the PrimeLife project provided
search functions, which allow users to easily get an overview about who has received what data about
him, as well as online access functions, which allow end users to exercise their rights to access their
data at the remote services6 sides online and
by the services sides). By this, users can compare what data have been disclosed by them to a
services side with what data are still stored by the services side, or what data have been implicitly
been added (e.g., trust ratings of customers added by an eCommerce side) to the data records stored
at the services side. This allows users to check whether data have been changed, processed, added
or deleted (and whether this was in accordance with the agreed-upon privacy policy).

Figure 6 shows a screenshot of PrimeLife6 ®ata Track user interface, which displays data that are
stored locally in the Data Track as wel/l as d
Remotely stored data which were equal to data stored locally in the Data Track are displayed in green
fonts.

user 6s

t

at

(o]

cor.

sto
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PrimeLife - Data Tr Lo

rContact information..

Mame : Skandia
Organization: Unknown
Street: Unknown
City: Unknown
Country: Unknown
URL: http://www.skandia.se
Date: 2007-03-22 - 2009-03-15

Retrieve data Change data Delete data
from Skandia at Skandia at Skandia

Category Data Sent Verifier Sent Remotely Stored Data Remote Stored Verifier Time Stamp

. |7 Search... S | Search... S | Search... S | Search... S | Search... S | Search...

w Identifier 621221-6200 Transportstyrelsen 6212 00 Tran sen 2008-05-26 19.19.00
Identifier 621221-6200 Transportstyrelsen T 2009-06-24 13.43.00
Identifier 621221-6200 Transportstyrelsen T N 2009-03-15 16.04.00
Identifier 621221-6200 Transportstyrelsen Tra sen 2007-03-2217.12.00

P Official family name Vainstein 2008-05-2619.19.00

P First name Inga 2008-05-2619.19.00

P Password ingal22l 2009-06-24 13.43.00

P Professions Journalist 2007-03-221712.00 |

P Street Lingonstigen 8 2007-03-2217.12.00

Figure 6. DataTrack user interface developed under the PrimeLife project

Complete descriptions of the Data Track proof-of-concept and user interfaces can be found in

(Wastlund & Fischer-Hubner 2010). Us abi | ity tests of early design iter
Track revealed that many test users had problems to understand from the Data Track table
representation whether data records wer e stored in the Datda(undertiek on t

usersod6 control) or on the remote service providerods s

Therefore, in A4Cloud we have tested alternative HCI concepts consisting of graphical Ul illustrations

of where data are stored and to which entities data have been distributed. Based on the usability
heuristic suggesting a #fAmatch bet (Melgen 1995h grapBicalst em an
illustrations of data storage and data flows have a potential to display data traces more naturally as in

real world networks, as discussed in the PRIME deliverable D06.1.f, Section 5.8.1 (Pettersson 2008).

Besides, previous research studies suggest that network-like visualizations provide a simple way to

understand the meaning behind some types of data (Freeman 2000; Becker et al. 1995), and other

recent studies claim that users appreciate graphical representations of their personal data flows in

forms of links and nodes (Kani-Zabihi et al. 2012; Kolter et al. 2010).

Therefore, anew Ul concept f or vi s untoimatibn imthe Dath &rack o has lbeen

proposed and prototyped by us'?, as shownin Figure 7.Thi s way of showing the trac
datahas beencalledt he fitrace viewd, presenting an overview of
been sent to service providers, as well as which serv

13 The development of new graphical user interfaces for the Data Track wéwademl by a Google Research
Award Project on fAUsable Privacy and Transparencyo.
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Three-Year Club Bob Bob's private blog Student Swedish Doe TheBobster79
crestivework. awards person. givenName blog.name parson jobTitke nationaiity.name perscn. familyName parsan.sdditonalNams

[Tim Minchin's Storm the Animated Mwie}

movie about.name

bobdoe@amaili

person.email

[«157 234567 ]

person. tekphone

/ |Bob's greatesthits _~
musicplayiist, ol

Y
bove /s ee whith iifernet senvices have it
| 7~

4 Clickon 3

Figure 7. The trace view user interface of Data Track

The idea is that users should be able to see all the personal data items stored in the Data Track
(displayed in the top of the UI) that they have submitted to services on the Internet (these Internet
services are shown in the bottom panel of the interface). If users click on one or many of the Internet
services they will be shown arrows pointing to the information that those services have about them, in
other words they can see a trace of the data that services have about them. Similarly, if they select
one or many data items (on the top), they will be shown arrows pointing to the Internet services that
have those data items.

Users can also access the data about them stored on the services sides by clicking on the

corresponding icons, and are able to correct it, or remove it if the respective service allows it. Figure 8
depictsan exampl e sketdatds todr eéecheatusteredsserviceds side bei

n15J|me 2013, 11:54:18

. Data about you stored at Facebook based on
. » (hetransaction on 15 June 2013, 11:54:18
o=
—

Bob persan_givenName ﬁ

Doe person_familyName

+46701234567 person_telephone

VArrmiand province

13.576231 longitude

59.409108 latitude

Figure 8. Information about a user that a service provider has stored on their servers (service's side)
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5.3.2 Evaluation

In order to test the new Data Track user interface introduced above and the hypothesis of whether

users more naturally understand graphical data flow illustrations, we implemented an interactive

version of the Data Trackds trace view based on the
with 14 participants. Carrying out usability tests with a prototyped interface in this case was

considered a more appropriate method for getting relevant responses from lay users, since it might be

more difficult to reveal t h eeeds throughp ather methodsussighras 6 c o n c ¢
workshops described in Section 5.1.

The usability tests were setup using a scenario consisting of a fictitious online book retailer. A total of
14 participants between 19 and 40 years old were recruited in different parts of the city of Karlstad,
Sweden. 12 of the 14 participants i ndixcpeetre de ntclreatd twh &
computers, 7 of them were working professionals and 6 were undergraduate students (the rest
preferred not to state their status). Participants of the tests were asked to read instructions about the
test (found in Appendix 3.2), to sign a consent form, and then to pretend that they were purchasing a
book from this online book store. In order to complete the transaction they were required to submit
some personal data, such as their name, their home address, their email, their phone number, their
credit card for payment (none of the information submitted was stored in reality and participants were
given a fake credit card number for purchasing the book). After buying the book, participants were
shown the Data Track trace view interface and a test moderator asked them to complete predefined
tasks using the prototype (the tasks are listed in Appendix A.2).

In order to minimize the introduction of cofounding variables in the series of tasks that participants are
asked to complete, the order in which the tasks are presented was shuffled at random in every test
session, in a technique known as counterbalancing (Rubin & Chisnell 2008). A test moderator
annotated the observations made by participants and the success rate of the tasks. At the end of the
test participants were asked to respond to a post-test questionnaire (Appendix A.2) where they could
state their subjective opinions about the program.

5.3.3 Results

Theanal ysis of the partici panmiaed seveeakimenestingerssults. &irstt ng t he
11 of the 14 participants clearly understood that the elements on the top panel of the interface

represented their own information that was sent to online services, and all participants understood that

the elements at the bottom represented online services to which they have sent information. Also, it

was intuitive for all participants to find out the data items that they have sent to a particular service

provider (by clicking on one of the services on the bottom panel). All participants but one found it easy

to discover which services had a particular data attribute. These positive initial observations indicate

that participants found the tracing feature of the interface easy to understand, intuitive and informative.

The answers to the post-questionnaire corroborate that participants understood the basic elements of

the trace view user interface, as can be seem from the bar chart in Figure 9.
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100%
90%
80%
07 (Strongly agree)
70%
o6
0,
60% a5
50% ma
30% m2
20% | 1 (Strongly disagree)
10%
O% T T T 1
This program  This program If | regret sending This program
helps me see the helps me see information to an helps me get a
Internet services which Internet service good overview of
to which | have information this program who knows what
given my Internet servicedhelps me remove about me
information  have about me that information

Figure 9. Post-questionnaire scale on the understanding of the Data Track trace view

On the other hand, participants had a harder time understanding that they could also access the data
stored about them on the serviceobds side, whi ch was a
Track interface. When as ke duclichtesegtheardotmatmmthafiAifbokis e wo ul «
has stored on their servers when you purchased the
understand that there was a difference between the data saved by the Data Track program and the

data stored ontheservi ceds si de. Consequentl vy, participants fou
i Wh at information about you does Adbokis have on the
grasp the idea that the Data Track allowed them to access this information. Once the test moderator

explained that this was possible, only 3 participants succeeded at listing the information about them

t hat Adbokis had stored on their servers. The reason
mental models of transparency and control features on t he servicesd side, was

storage icon to be clicked to getonineaccess to the serviceds side was n
lacked visibility (see the database icon in Figure 10). Further redesigns need to address this issue,

possibly considering alternative interaction paradigms and enhancing the learnability of the tool during

first time use.

Google Q
il |j|_,|"||:l CoIm

Figure 10. Example of a service provider in the bottom panel of the Data Track's trace view, including
storage i con to be clicked for getting online access to0o o0one
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Anot her i mportant aspect t o eingmf wheres theiv actual tataeverai s er s &
stored when using the Data Track program. The PrimeLife versions of the Data Track stored the

|l ogged data | ocall y (Wastlud & €ischesHiibner 201@).cHovgevet, keecent work

has shown a privacy-friendly mechanism in which data could be stored remotely, for instance, at a
cloud service, but st (Puls 2018)dAmswers flom thel sabitity évaluationst r o |
showed that 8 out of the 14 participants understood that the data being displayed by the Data Tra ¢ k 6 s
trace view were stored either locally on their computer (6) or remotely stored (2), but under their
control. The remaining 6 participants stated that these data were located only at the services that they

have given them to, which is the wrong mental model. These ambivalent results indicate that work is

still needed on helping users clearly differentiate what data are under their control and what is on the
servicesoO side.

To explore the mental models of participants regarding the possibility to delete data from the services

side using the Data Track interface, participants wer
when a piece ofinformat i on is del eted from the Data hbilfoitbek tr ace
participants (i.e. seven participants) stated that when deleting a piece of information from the top panel

of the trace view such data get deleted only from the Data Track progr a m, but not from the

side. 2 participants stated that the information onl y gets del eted from the se
participants stated that deletion occurs in both places. This means that the interface successfully

conveyed the idea to 10 participants about data being removed from the Data Track program, which

implies that participants understood that there was a difference between their data located locally

under their control, and remotely un dsevere dskeé@whater vi ces
would happen if one of the services was deleted from the Data Track, to which many responded that

the service gets deleted from the Data Track progr am,
stored at that service. Only 3 participants mentioned that their data or account would be deleted from

the service, or that a request would be sent to delete their data from the service.

Participants were also shown another way of visualizing data disclosures in a chronological order,
whichwe call ed the At i megure hleWhen askeddor ther prefevemce batween the
timeline and the trace view, 61.5% were in favour of the trace view.






















































































































































